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Cloud computing and proteomics

“The practice of using a network of remote servers hosted on the internet to store,
manage, and process data, rather than a local server or a personal computer.”

https://scouttg.com/blog/articles/what-is-cloud-computing/



Cloud resources for proteomics: many and diverse



Talk 1: TPP resources for Proteomics Analysis (Michael Hoopmann): 10 minutes 

Talk 2: Galaxy resources for Proteomics Analysis (Pratik Jagtap): 10 minutes

Talk 3: Nextflow for Proteomics Analysis. (Veit Schwämmle): 10 minutes

Panel Discussion

Our focus: cloud resources for data analysis tools and workflows

https://monday.com/blog/project-management/workflow-diagram/



Trans-Proteomic 
Pipeline Resources 
for Proteomics 
Analysis
Michael Hoopmann, Institute for Systems Biology
ASMS 2022



Trans-Proteomic Pipeline (TPP) Overview

Free and open source suite of software tools and file formats that 
facilitates and standardizes proteomics analysis
Runs on Windows, Linux, and cloud platforms



So What is Cloud Computing?

Cloud computing is Internet-based computing, whereby shared 
resources, software, and information are provided to computer 
and other devices on demand, like the electricity grid.

--Wikipedia

Software as a ServiceSaaS
• Software applications available via the 

browser.

e.g. Gmail, flickr, NCBI

Platform as a ServicePaaS
• Hosted development environment for building 

and deploying cloud applications.

e.g. Google Apps, Microsoft Azure, 
Salesforce.com

Infrastructure as a ServiceIaaS
• Storage, servers and networking components 

provided on demand through the internet.

e.g. Amazon EC2 & S3, Rackspace, IBM, HP



Cloud Computing and Amazon Web Services

• Collection of web 
computing services 
offered by Amazon

• “Elastic” IT 
infrastructure – allocate 
computers, storage, 
and other services as 
needed

Elastic 
Compute 

Cloud (EC2)
SimpleDB

Simple 
Storage 

Service (S3)

Simple 
Queue 
Service

AWS 
Import/Export

Elastic 
MapReduce

Flexible 
Payments 
Services

Mechanical 
Turk

And many 
more…

• Cost effective -- pay only 
for what you use

• Easy to use – simple API 
accessed over HTTP 
which supports almost 
every language

• Large number of tools 
available built for it



TPP Amazon Images

• Based on official public releases 
of Ubuntu

• Contain additional open software 
(OMSSA, Myrimatch, etc.)

• Publicly available scripts for 
building, updating and publishing 
images

• Instructions on usage and details 
documented on wiki site

Publicly available Amazon Machine Instances (AMI) for the TPP

http://tools.proteomecenter.org/wiki/index.php?title=Amazon_EC2_AMI

http://tools.proteomecenter.org/wiki/index.php?title=Amazon_EC2_AMI


Using TPP on the Cloud

• Simple web based launcher to start 
petunia on a Amazon server

• Starts up an pre-configured TPP 
instance

• Doesn’t require any software installation 
and is inexpensive to run

• Great tool for just trying out TPP
• Can be used when memory and better 

CPU is needed for an analysis

• Advanced command line toolset
• Launches parallel searches of files 

across multiple nodes
• Currently supports X!Tandem, OMSSA, 

MyriMatch, InsPect
• Manage all aspects of cloud computing 

including data transfer, scheduling, and 
instances

• Great for quickly and inexpensively 
processing large amounts of data

TPP Web Application 
(TWA)

TPP Amazon Command 
Line Tools (amztpp)

Direct Cloud support in TPP’s User Interface, Petunia



TPP Web Launcher for Amazon (TWA)
1. Navigate to 

http://tools.proteomecenter.org/twa

2. Enter your Amazon Key 
ID and Secret

3. Click “Start Instance”

4. Welcome to Petunia

5. When you are done just 
click “Stop Instance”

http://tools.proteomecenter.org/twa


Costs of Cloud Computing
Canis lupus familiaris Data Set

• Total 982 raw files organized in 35 folders
• 598 raw files from LTQ Orbitrap
• 288 raw files from LTQ
• 96 raw files from LCQ Deca

• Searched using X!Tandem, InsPecT, 
MyriMatch and OMSSA

• Total of 3,928 searches
• Total of 10,759,379 spectrum

• Spot price (--ec2-spot) of $ 0.22  (market 
$.2160)

• Max # of EC2 instances (-m) = 200
• Max # of parallel upload/download 

processes (-P)  = 10

E
C
2

Operation Spot Price Hours Cost

m1.xlarge $ 0.216 95 $    20.52 

m1.xlarge $ 0.22 328 $    72.16 

Subtotal 423 $    92.68 

Operation Price Usage Cost

PublicIP-In $ 0.12/GB 0.0062 $       0.00 

PublicIP-Out $ 0.12/GB 0.0105 $       0.00 

InterZone-In $ 0.12/GB 0.0211 $       0.00 

InterZone-Out $ 0.12/GB 0.0005 $       0.00 

Subtotal $       0.00 

EC2 Total $    92.68 

S
3

Operation Price Usage Cost

PUT, COPY, POST, LIST $0.01/1,000 11,909 $       0.12 

GET, all other $0.01/10,000  17,433 $       0.02 

Data Transfer In $    - 118.08 $             -

Data Transfer Out $ 0.12/GB      165.56 $    19.87 

S3 Total $    20.00 

S
Q
S

Operation Price Usage Cost

Requests $0.01/10,000 58,392 $       0.06 

Data Transfer In $ - 0 $             -

Data Transfer Out $ 0.12/GB      0.023 $       0.00 

SQS Total $       0.06 

• Total AWS cost of $112.74
• 82% was EC instances

• Time to completion 5.95 hrs
(+ download…)



Amazon Web Services Cost Management



Learn More About AWS & TPP



Cloud Computing Workshop (2022)
The iPRG will conduct a series of online video tutorials about the use of cloud 
computing resources for MS-based proteomics, focusing on Nextflow, the Trans-
Proteomic Pipeline (TPP) and Galaxy Platform.

14-18 November 2022

o Instructions on how to use 
Nextflow to analyze MS data.

o Answer questions from the 
participants

Yasset Perez-Riverol - EBI, Hinxton, 
UK

Michael Hoopmann - ISB, Seattle, WA

12-16 September 2022

o Instructions on how to use 
TPP to analyze MS data.

o Answer questions from the 
participants

Melanie Foell - Freiburg University, 
Germany

3-7 October 2022

o Instructions on how to use 
Galaxy to analyze MS data.

o Answer questions from the 
participants

REGISTRATION LINK:
https://abrf.memberclicks.net/cloudcomputingworkshop

https://abrf.memberclicks.net/cloudcomputingworkshop


Proteomic Data 
analysis in 
Galaxy



https://galaxyproject.org

Data Intensive analysis for everyone

https://galaxyproject.org/


• Web-based platform for computational biomedical 
research

• Developed at Penn State, Johns Hopkins, OHSU 
and Cleveland Clinic

• Community driven

• Open source under Academic Free License
• More than 10,000 citations

• More than 125 public Galaxy servers
• Usegalaxy.* instances: 

• Usegalaxy.org, usegalaxy.org.au, 
usegalaxy.eu

Nucleic Acids Res, gkac247, https://doi.org/10.1093/nar/gkac247

https://doi.org/10.1093/nar/gkac247


Analysis history



Accessibility
Graphical user 
interface
Pre-installed 
tools

Reproducibility
All information is 
captured in 
histories
Controlled tool 
versions

Transparency
Sharing of 
histories and 
workflows

more than 7,000 tools



Solution: Galaxy Bioinformatics Platform

Software tools 
can be used in a 
sequential 
manner to 
generate 
analytical 
workflows that 
can be reused, 
shared and 
creatively 
modified.Blank et al Proteomes 2018, 6(1), 7; https://doi.org/10.3390/proteomes6010007



> 130 training materials

https://training.galaxyproject.org/training-material

GTN: HANDS-ON TRAINING MATERIAL WITH INSTRUCTIONAL VIDEOS

• proteomics tutorials in Galaxy: 
https://training.galaxyproject.org/training-material/topics/proteomics

• Global online Galaxy course in March (much more than proteomics)
https://gallantries.github.io/posts/2021/12/14/smorgasbord2-tapas/

https://training.galaxyproject.org/training-material/topics/proteomics
https://gallantries.github.io/posts/2021/12/14/smorgasbord2-tapas/


PUBLICATIONS: z.umn.edu/galaxypreferences

http://z.umn.edu/galaxypreferences


Accessing Multiomic Galaxy Workflows

Tools and Workflows also available on : 
https://proteomics.usegalaxy.eu/

Galaxy Training Network: 
https://training.galaxyproject.org/training-
material/topics/proteomics

Galaxy Europe: https://proteomics.usegalaxy.eu/

Contact: http://galaxyp.org/contact/ galaxyp.org

https://proteomics.usegalaxy.eu/
https://training.galaxyproject.org/training-material/topics/proteomics
https://proteomics.usegalaxy.eu/
http://galaxyp.org/contact/


Hands-on
Tutorial: MaxQuant and Msstats for the analysis of label-free data
https://training.galaxyproject.org/training-
material/topics/proteomics/tutorials/maxquant-label-
free/tutorial.html

Video with demonstration of tutorial in youtube: https://www.youtube.com/watch?v=IXdLAt2PAT4

3-7 October 2022

Melanie Foell, Freiburg University, Freiburg (Germany)

https://training.galaxyproject.org/training-material/topics/proteomics/tutorials/maxquant-label-free/tutorial.html
https://www.youtube.com/watch?v=IXdLAt2PAT4


Cloud Computing Workshop (2022)
The iPRG will conduct a series of online video tutorials about the use of cloud computing 
resources for MS-based proteomics, focusing on Nextflow, the Trans-Proteomic Pipeline (TPP) 
and Galaxy Platform.

14-18 November 2022

o Instructions on how to use 
Nextflow to analyze MS data.

o Answer questions from the 
participants

Yasset Perez-Riverol - EBI, Hinxton, UKMichael Hoopmann - ISB, Seattle, WA

12-16 September 2022

o Instructions on how to use 
TPP to analyze MS data.

o Answer questions from the 
participants

Melanie Foell - Freiburg University, Germany

3-7 October 2022

o Instructions on how to use 
Galaxy to analyze MS data.

o Answer questions from the 
participants

REGISTRATION LINK: https://abrf.memberclicks.net/cloudcomputingworkshop

https://abrf.memberclicks.net/cloudcomputingworkshop


Proteomics Workflows in NextFlow
with Focus on Benchmarking

Veit Schwämmle

University of Southern Denmark



Motivation

Data and software heterogeneity in proteomics

Many different methods and algorithms to analyze 
proteomics 
data

Different workflows exist but mostly not portable 
and not very scalable

Composition of new workflows built on information 
from already implemented ones

Now what?



Describe input/output with
Controlled vocabulary
(here EDAM ontology



Implementations in                        

5 different workflows with dockerized software 

a) Compomics / FlashLFQ / MSqRob 
b) MaxQuant / Normalyzer
c) OpenMS / ProteomicsLFQ
d) Trans-Proteomic Pipeline / ROTS
e) SearchGUI / Proline / PolySTest

github.com/wombat-p



NextFlow





Benchmarking

Set of performance and data quality metrics

Harmonized workflow output on peptide and protein level

Statistical testing as workflow component adds valuable information



Execution

Nextflow allows extensive scaling

Further tasks for better performance and usage:

- Simple web interface for execution on the cloud. Alternative (commercial) 
solution: nf.tower

- Create missing bioconda packages
- Automatic runs using new PRIDE metadata standard (SDRF format) 
- Generalized input parameter set for analysis
- Done: automatic calculation of generalized benchmarks on standardized 

output



SDRF format as starting point

Standardize SDRF for data analysis: Extend SDRF to include 
parameter settings for analysis 

-> Unified format to describe experimental design and 
“optimal” parameters

-> Re-run by specifying extended SDRF only

-> Need for more annotations of experimental design

https://github.com/bigbio/proteomics-metadata-standard



Other NextFlow implementations

nf-core to make workflows “production-ready”

nf-co.re/pgdb

nf-co.re/diaproteomics

nf-core/quantms

nf-core/mhcquant
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EuBIC-MS Developers Meeting 2023

Keynotes by experts in the field of 
bioinformatics and proteomics

Hackathons from selected abstracts

Meet and team up with developers

Poster session

… and much more!

SAVE THE DATE 15-20 January 2023, ETH Congressi Stefano Franscini, Monte Veritá, Switzerland
SUBMIT YOUR HACKATHON PROPOSAL Deadline 30 September 2022

European Bioinformatics Community
for Mass Spectrometry

MORE INFO www.eubic-ms.org    @EuBIC_ms

Confirmed keynote speakers

Karsten Borgwardt Alexey Nesvizhskii Maximilian Strauss



Cloud Computing Workshop (2022)
The iPRG will conduct a series of online video tutorials about the use of cloud computing 
resources for MS-based proteomics, focusing on Nextflow, the Trans-Proteomic Pipeline (TPP) 
and Galaxy Platform.

14-18 November 2022

o Instructions on how to use 
Nextflow to analyze MS data.

o Answer questions from the 
participants

Yasset Perez-Riverol - EBI, Hinxton, UKMichael Hoopmann - ISB, Seattle, WA

12-16 September 2022

o Instructions on how to use 
TPP to analyze MS data.

o Answer questions from the 
participants

Melanie Foell - Freiburg University, Germany

3-7 October 2022

o Instructions on how to use 
Galaxy to analyze MS data.

o Answer questions from the 
participants

REGISTRATION LINK: https://abrf.memberclicks.net/cloudcomputingworkshop

https://abrf.memberclicks.net/cloudcomputingworkshop
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